
Heterogeneous Zero-Shot Federated Learning 
with New Classes for Audio Classification
Motivation

Model Heterogeneities and New Classes across FL Iterations

• On-device Federated Learning – characterization from multiple user 
devices for effective detection of audio frames.

• Address new class identification and statistical heterogeneities
challenges from multiple local devices.

• Zero-shot FL framework tested on audio classification applications like 
Keyword Spotting and Urban Sound Classification.

Overall Block Diagram Results

Iterations vs Local Update and Global Update Accuracies across all 10 users and 30 FL iterations
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Experiments – Distribution of Models, Labels

Heterogeneous Model Architectures, labels and Audio Frames per Iteration across all users

On-Device Performance

Datasets and Preprocessing
• Google Speech Commands (GKWS)

Total Classes – 10 keywords
New Classes – {Stop, Go}

• Urban Sound 8K (US8K)
Total Classes – 10 urban sounds
New Classes – {Siren, Street Music}

• Preprocessing: Mel-frequency cepstral coefficients (MFCC),
Window size – 50 ms

On-Device Performance Metrics
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PCA (2 dimensions) with k-medoids Unsupervised Clustering of New Classes (Same/Different Classes)

3 users and 10 FL iterations – Without heterogeneities 10 users and 30 FL iterations – With heterogeneities

Anonymized Data Impressions
• Construct anonymized data without transferring local sensitive data from 

user devices in a zero-shot manner [1].
• Sample Softmax values:

- Create Class Similarity Matrix – similar weights between 
connections of penultimate layer to the nodes of the classes.

- From Dirichlet distribution (K classes, Concentration parameter C), 
sample the softmax values,

• Synthesize Data Impressions (DI),

by minimizing cross-entropy loss (𝐿𝐶𝐸), where 𝑀 is the model with 
random initialization and 𝑦𝑖𝑘 are the softmax values sampled.

Proposed Framework

• Raspberry Pi 2 used for evaluation of FL training and inference.
• The size of the models used are 520 kB, 350 kB, 270 kB respectively.


