
Federated Learning with Heterogeneous Labels 
and Models for Mobile Activity Monitoring

Motivation

Model Heterogeneities across Federated Learning Iterations

• Various mobile health applications require modeling of user behavior 
through Human Activity Recognition (HAR).

• On-device Federated Learning – characterization from multiple user 
devices for effective personalized activity monitoring.

• Address statistical heterogeneities in HAR – label (activity), model 
heterogeneities, non-IID data.

• Federated label-based aggregation, which leverages overlapping 
information gain across activities using a Model Distillation update.

Overall Block Diagram

Results

Iterations vs Local Update and Global Update Accuracies across all three users
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Experiments – Distribution of Models, Activities
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Heterogeneous Model Architectures, Activities and Activity Windows per Iterations across all users

On-Device Performance

Student Distillation Model: Simple 2-Layer ANN model (8, 16)

Dataset and Preprocessing

Heterogeneity Human Activity Recognition (HHAR) Dataset
• Accelerometer data of four different mobile phones and six daily activities
• Two second non-overlapping windows
• Decimation (downsample) all windows to least sampling frequency (50 Hz)
• Discrete Wavelet Transform (DWT) to extract temporal and frequency 

information, with Approximate coefficients only

Local Update Global Update Acc. Increase
User 1 68.38 77.61 9.23

User 2 70.82 84.4 13.58

User 3 77.68 87.9 10.22

Average 72.293 83.303 11.01

On-Device Performance Metrics
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